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Abstract 
As time goes on, a huge mass of progressive knowledge is developed and then the e-book is built for 

paper reduction and environmental protection. Therefore, many historical documents over the past 

don’t exist. Research on blind reading aid device is a popular topic gradually, but there are some 

drawbacks on these methods. For example, electronic documents of many old dated of historical 

documents don’t read because format should be limited to e-document. Users can’t read any specified 

region of the document as he wishes. A novel blind reading aid device is proposed without e-document 

and the user only need to point the document with his finger. This system is composed of third parts. 

First, we use rectangle detection method to catch the region for document under the Microsoft Kinect. 

Next, dilation method and projection profile methods are used in order to execrate text and constructed 

coordinate database. Finally, skin detection, BEA method and depth image of Microsoft Kinect can get 

the coordinates of user’s finger when user wishes to read the document, and then match with 

constructed coordinate database to get the character. Then system output is obtained via text to speech.  
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1. Introduction 
Braille system in 1821 was devised by Frenchman Louis Braille. This system can enable to 

read and write through touch for blind and partially sighted people. However, it is difficult to 

learn Braille system and inconvenient for newly blind people because users need someone to 

assist in learning and training stage. Araki et al [1] developed a spoken dialogue system that can 

allow visually impaired to learn Braille system by himself. Saad et al [2] designed a system for 

implementation of optical Arabic Braille Recognition (OBR) with voice and text conversion. [3-

4] presented a Braille cells recognition method by image processing technique.  

As time goes on, the eBook publishing industry is rapidly growing, and more and more 

documents are digitized and uploaded to the Internet. Because Braille book is transformed by 

electronic document, this assistant tool is rapidly growing, too. In fact, there are some 

drawbacks as burdensome and uncomfortable when users held and carried the Braille book. To 
solve above problems, Velazquez et al [5] developed a reading assistive device which is able to 

reproduce electronic books in portable electronic tactile displays and to store in a USB memory 

drive. However, many historical documents over the past don’t exist, because this assistive 

device is limited to e-document. While also users can’t read any specified region of document 

as they wished. 

To overcome the above problems, we propose a reading system for visually impaired persons. 

We first propose to detect the area of the document by using Microsoft Kinect. The next steps 

consist of text detection and detection of the position of the user's fingers. The final output is 

obtained via text to speech or Braille display.  

This paper is organized as follows. In the next section, we refer to our proposed method. 

Section 3 reports the experimental results. Finally, conclusion and future work is shown in 

section 4. 

 

2. Proposed Method  
The proposed a blind reading system comprises third steps as Fig. 1. First, we use rectangle detection 

method to catch the region of document under the Microsoft Kinect. Next, dilation method and 

projection profile method can execrate text and construct coordinate database. Finally, we combine skin 

detection method, BEA method and depth image of Microsoft Kinect data to get the coordinates of 

user’s finger, and system output is obtained via text to speech. 
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Figure 1. Block diagram for proposed blind reading system 

 
   

Figure 2.  
A rectangle 

Figure 3.  
Hough space transform 

(a) Text image (b) Detection result 

Figure 4. Document Detection 
 

  

 
(a) Text image 

 
(b) Dilation image 

 
(c) Vertical projection profile (a) English document 

(b) Horizontal 

projection profile 

Figure 5. Extraction of Textlines Figure 6. Extraction of words 
  

2.1 Document Detection 

2.1.1 The Hough Transform [6] 
The Hough Transform is a powerful method for detecting linear structures in images. Any 

line on the xy plane can be described as Eq. (1), 
  

𝜌 = 𝑥 𝑐𝑜𝑠𝜃 + 𝑦 𝑠𝑖𝑛𝜃 (1) 

  
whereρ is the normal distance and Θ  is the normal angle of a straight line. In practical applications, 

the angles θ and distances ρ are quantized and obtained an array 𝐶 𝜌𝑘 ,𝜃𝑙 .  The local maxima of 

𝐶 𝜌𝑘 , 𝜃𝑙  can be used to detect straight line segments passing through edge points.  
Assume a rectangle with vertices P1=(x1,y1), P2=(x2,y2), P3=(x3,y3) and P4=(x4,y4) as Fig. 2. The image 

of this rectangle in the hough space is shown in Fig. 3. There are four peaks labeled as 𝐻1 =
 𝜌1, 𝜃1  ,  𝐻2 =  𝜌2, 𝜃2 ,  𝐻3 =  𝜌3, 𝜃3  and 𝐻4 =  𝜌4, 𝜃4 , that correspond to the four sides of the 
rectangle P3P4, P1P2, P2P3, P1P4.  

These four peaks can be observed satisfy specific geometric relations: 

1. They appear in pairs. The first one is formed by peaks H1 and H2 at θ = α1; the second one is formed 

by peaks H3 and H4 at θ = α0.  

2. The two pairs are separated by 90°( 𝛼1 − 𝛼0 = 90°). 
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3. The heights of two peaks within the same pair are exactly the same because opposite sides are equal 

in length, i.e., 𝐶 𝜌1, 𝜃1 = 𝐶 𝜌2, 𝜃2 =b and 𝐶 𝜌3, 𝜃3 = 𝐶 𝜌4, 𝜃4 =a. 

4. The same pair distance between peaks are equal in length of rectangle, i.e., P1-P2=a and P3- P4=b. 
 

2.1.2 Detecting Rectangle Patterns [7] 
Let 𝐻1 =  𝜌1 , 𝜃1 , 𝐻2 =  𝜌2, 𝜃2 ,…, 𝐻𝑛 =  𝜌𝑛 , 𝜃𝑛  denote the n peaks of  𝐶 𝜌 , 𝜃  . The next step 

is to find the peaks satisfying the conditions listed in these n peaks. 

First, all peaks are scanned and peaks Hi, Hj are satisfying the following conditions: 
  

𝛥𝛩 =  𝛩𝑖 − 𝛩𝑗  < 𝑇𝛩  

 𝐶 𝜌𝑖 , 𝜃𝑖  − 𝐶 𝜌𝑗 , 𝜃𝑗   < 𝑇𝐿

𝐶 𝜌𝑖 , 𝜃𝑖  + 𝐶 𝜌𝑗 , 𝜃𝑗  

2
 

(2) 

  

where Tθ is an angular threshold and TL is a normalized threshold. Let Pk(α k,ξ k) denote pair of peaks 

Hi and Hj satisfying Eq.(3). 
  

𝛼𝑘 =
1

2
 𝜃𝑖 + 𝜃𝑗  , 𝜉𝑘 𝜌𝑖 − 𝜌𝑗   (3) 

  

Finally, be to compare all pairs of extended peaks Pk (k=1,2..) and are satisfying the following 

conditions: 
  

𝛥𝛼 =   𝛼𝑖 − 𝛼𝑗  − 90° < 𝑇𝛼  (4) 

  

where Tα is an angular threshold. The four peaks are detected rectangle if these peaks are satisfying Eq. 

(4). 

In this paper, we use Canny’s operator [8] to detect edges in images and the choice of parameters 

Dmin and Dmax. The choice of Dmin and Dmax is made based on the sizes of rectangles to be detected. Fig. 

4 is showed the result of document detection. 

 

2.2 Text Exeraction, Character Recognition and Constructed Coordinate Database 
1. Use Otsu's thresholding method [9] to separate text after document detection. 

2. Extract textlines by horizontal projection profile as Fig. 5. 

3. Dilation operator associated bounding box for each word and vertical projection profile extracted 

word as Fig. 6. 

4. Character recognition used the tesseract [10], Google’s OCR engine. 

5. According to step 3 and 4 can record character coordinate and construct coordinate database. 

 

2.3 Touch Sensor and Text to Speech 
We want to get the coordinates of user’s finger when users wish to read the region of document so 

we must propose a method to find user’s finger and determine whether user’s finger is touching. First, 

hand is extracted by skin detection. Next, we extract boundary of the hand and calculate the angle to 

detect finger. Finally, depth data is determined whether user’s finger is touching. 

 

2.3.1 Skin Detection 
H. Rein-Lien [11] et al designed a skin detection algorithm for color images in presence lighting 

compensation technique and a nonlinear color transformation. Authors consider the impact of different 

Y values, and transform color format using segmental nonlinear. And regard the chroma Cb and Cr as 

functions of the luma Y: Cb(Y) and Cr(Y). Let the transformed chroma be 𝐶𝑏
′ (𝑌) and 𝐶𝑟

′ (𝑌). The skin 
color model is specified by the centers and spread of the cluster and is used for computing the 

transformed chroma. Then the formula of transformation from YCbCr coordinate space to YCb’Cr’ 

coordinate space is: 

Ci =  
 Ci Y  – Ci

  Y  
Wci

Wci (Y)
+  Ci

  Y  

Ci Y 

  
if Y < Kl  or Y > Kh  

 

if Y ∈ [Kl，Kh] 
(5) 
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Where Wci (Y) =  
WLci +

 Y – Ymin  (Wci −WL ci )

K l −Ymin

WHci +
 Ymax −Y (Wci −WH ci )

Ymax −K h

  
if Y < Kl  

 

if Y > Kh  

(6) 

   

Where Cb
   (Y) =  

108 +
 K l−Y (118 −108 )

K l −Ymin

108 +
 Y−K h (118 −108 )

Ymax −K h

  
if Y < Kl  

 

if Y > Kh  

(7) 

   

Where Cr
 (Y) =  

154 −
 K l −Y (154 −144 )

K l −Ymin

154 +
 Y−K h  (154 −132 )

Ymax −Kh

  
if Y < Kl  

 

if Y > Kh  

(8) 

   

where Ci in (5) and (6) is either Cb or Cr, Wcb= 46.97, WLcb=23, WHcb=14, Wcr=38.76, WLcr=20, 

WHcr=10, K1=125, and Kh=188 as table 1. The elliptical model for the skin tones in the transformed 

𝐶𝑏
′ 𝐶𝑟

′  space is described in Eq. (7) and (8), and is depicted in Table 1, 

 x − ecx 
2

a2
+

 y − ecy 
2

b2
= 1 (9) 

  

 
x
y =  cosθ sinθ

−sinθ cosθ
  

Cb′ − cx

Cr′ − cy

  (10) 

  

where cx=109.38, cy=152.02, Θ=2.53, ecx=1.60, ecy=2.41, a=25.39, and b=14.03 are computed from 

the skin cluster in the 𝐶𝑏
′ 𝐶𝑟

′  space. Since this skin color method has good results, we use this method in 
step of extracting hand as Fig. 7. 

    

    

(a) Text image (b) Detection result   

Figure 7. Skin detection 

Figure 8. Illustration 

of boundary extraction 

algorithm 

Figure 9. Result of the 

boundary of the hand 

extracted 

   

   

Figure 10. Example of finger’s 
angle calculated 

Figure 11. Example of surface 
point and hand point 

Figure 12. Example of touch 
sensor 

 

Table 1. Parameter Overview in [11] 

 
Figure 13. Reading the document 

experiment 
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2.3.2 Contour Extraction  
We extract the boundary of the hand by Liu [12] and comprise four main steps: 

1. Scan the binary image from top to bottom and left to right and find the first 255 pixel as the starting 

point and record the position into x and y arrays, i.e., x[1]=i and y[1]=j. Let the direction number of t

he starting pixel be 0. 

2. We assume that i is the direction number of current pixel and j is the direction number for searching 

next pixel and define a decision rule for searching next pixel as: (i,j)={(0,6),(1,7),(2,0),(3,1),(4,2),(5,

3),(6,4),(7,5)}. Fig. 8 is showed illustration of boundary extraction algorithm. 

3. Scan clockwise until the first pixel value which is 255 and record its position into x and y arrays.  

4. Repeat steps 2 to 4 until the first pixel value which is the same as the starting pixel. Fig. 9 is showed 

the result of extract the boundary of the hand. 

 

2.3.3 Finger Detection 
After extract the hand boundary, we can find that the angle value is general extremely small when 

hand boundary is calculated by law of cosines. Therefore, we use this method to detect finger. 

Comprise four main steps: 
1. Assume that k is length and start point S coordinate is (x[1],y[1]). Center point C coordinate is 

(x[k/2],y[k/2]) and end point E coordinate is (x[k],y[k]) as Fig.10. 

2. Calculate the angle of C is described in Eq. (11) and record the angle into G array as Fig. 10. 
  

 C = cos−1
SC   2 + CE    2 − SE   2

2 × SC   × CE    
 

(11) 

  

3. Next start point S coordinate is (x[2],y[2]) and repeat steps 1 to 2 until the start point coordinate 

which is the same as the starting coordinate. 

4. Find the angle is the minimum of all in G array and the angle must be small than δ  so this point is 

finger detection that we want to search. 

 

2.3.4 Touch Event and Text to Speech 

Wilson [13] presented the application of depth-sensing cameras to detect touch on a 
tabletop. This method offered certain interesting advantages but also has a drawback. In fact, 
touch signal is instable and sensitive when users touch on a tabletop surface because the depth 
of the surface values is recorded. In this method, the worst case error was about 6 pixels 
(about 15mm at the surface) and 3 pixels (7mm). To result this problem, we use depth of 
user’s finger and the depth of tabletop at the moment to detect finger when users wish to read 
the document and comprise five main steps: 

1. After the point C, S and E is found in above stage, we have to find the reference points as 
user’s finger depth and tabletop depth. Thus, I can obtain center C1 point by Eq. (12) as 
Fig. 11. 

  

C1 x, y =  
Sx + Ex

2
,
Sy + Ey

2
  (12) 

  

2. Find the linear equation by C1 and C as Fig. 11. 

3. Assume the distance of surface point D1 and hand point D2 from C is β  respectively, and we can 

define surface point D1 and hand point D2 in the above linear equation as blue dotted line of Fig. 11. 

4. Let D1depth is the depth of surface point D1 and D2depth is depth hand point D2. If D2depth- D1depth≦1, 

it is represented that user’s finger is touching and gets the coordinate of user’s finger as Fig. 12. 

5. Get the character from construct coordinate database and obtain output via text to speech. 

 

3. Experiment Results 
We used Microsoft Kinect camera for experimentation and tested our system at 50cm 

height as Fig. 13. The application has been implemented in Visual C++ using proposed 
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methodology and the OpenCV libraries. The application has been tested on Intel Core i5 
running at 2.5 GHz. We configured the camera to report depth shift data in a 640×480 16 bit 
image at 30Hz and color shift data in a 1280×760 32 bit image at 15Hz. Our sizes of 
rectangles was chosen in document detection stage, and the choice of parameters Dmin and 

Dmax was 100×100 pixels and 1000×1000 pixels respectively. The finger maximum angleδ

was 50 in finger detection stage and the distance of surface point D1 and hand point D2 from 
C was 10 pixels.  

In evaluating the performance of our technique, we are interested in the accuracy of touch 
position and character recognition. In the accuracy of touch position, the worst case error was 
about 1 pixel (0.4 cm). In character recognition, our recognition rate was around 93.2% when 
font size bigger than 16pt. 
 

4. Conclusion and Future Work 
This paper presented a blind reading system without e-document and the user only need to point the 

document with his finger when he wished. Currently, the system performs well and in the accuracy of 
touch position in recognition of text when there are only chars in document. In character recognition, 

our recognition rate was around 93.2% when font size bigger than 16pt. This result is despaired 

because hardware resolution is 1280×1024.  

In future studies, we would use document images dewarping technology, extraction of text form 

documents technology to add robust and to solve the problem of hardware resolution. 
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